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**Цель:** Изучить алгоритм обратного распространения ошибки в процессе обучения нейронной сети при вариативных параметрах обучения. Работа выполняется с помощью программы BackPropagate 3.0.0.exe.

**1.Задание:** Обучающая выборка представлена в приложении А. Используется выходная функция out = x1^2 + x2 – x3. Переменная х1 изменяется в промежутке [-6;6], х2 изменяется в промежутке [-5;5], х3 изменяется в промежутке [-4;4] c шагом 0.1

**2.Протокол выполнения:** Во всех таблицах ниже цветом выделен наилучший результат. Значение минимальной ошибки не учитывалось при выборе.

**2.1 Влияние нормализации на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

В таблице 1 показаны результаты исследования.

Таблица 1 – Влияние нормализации на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Тип нормализации | Результат |
| Без нормализации | Максимальная ошибка: 52.36  Минимальная ошибка: 2.36  Средняя ошибка: 29.2967226890756  Среднеквадратичная ошибка: 61430.79175 |
| [0;1] | Максимальная ошибка: 24.89366  Минимальная ошибка: 0.0485739999999986  Средняя ошибка: 9.8820945882353  Среднеквадратичная ошибка: 7704.29467567017 |
| [-0.5;0.5] | Максимальная ошибка: 20.058131  Минимальная ошибка: 0.0647439999999975  Средняя ошибка: 11.030427302521  Среднеквадратичная ошибка: 9056.36380132411 |
| [-1;1] | Максимальная ошибка: 20.098844  Минимальная ошибка: 0.393114999999998  Средняя ошибка: 11.0269743193277  Среднеквадратичная ошибка: 9048.61800554165 |

Применение нормализации [0;1] значительно сокращает величину ошибок. Результат лучше примерно в 1.5 раза для средних и, приблизительно в 1.2 для среднеквадратичных ошибок при нормализации [-1;1] (наиболее близкой к лучшей)

**2.2 Влияние выбора примеров на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

Нормализация: [0;1]

В таблице 2 показаны результаты исследования.

Таблица 2 – Влияние выбора примеров на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Выбор примеров | Результат |
| Последовательный | Максимальная ошибка: 24.97515  Минимальная ошибка: 0.038092000000007  Средняя ошибка: 9.87228811764706  Среднеквадратичная ошибка: 7700.27302269218 |
| Случайный | Максимальная ошибка: 24.949415  Минимальная ошибка: 0.0321670000000012  Средняя ошибка: 9.86368458823529  Среднеквадратичная ошибка: 7677,82298518588 |

Случайный выбор примеров показывает лучший результат по сравнению с последовательным выбором примеров обучения.

**2.3 Влияние крутизны функции на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

Нормализация: [0;1]

Выбор примеров: случайный.

В таблице 3 показаны результаты исследования.

Таблица 3 – Влияние крутизны функции на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Крутизна функции | Результат |
| 0.1 | Максимальная ошибка: 24.678528  Минимальная ошибка: 0.0005890000000015  Средняя ошибка: 9.93077734453782  Среднеквадратичная ошибка: 7729.0465900615 |
| 0.5 | Максимальная ошибка: 24.852429  Минимальная ошибка: 0.070392  Средняя ошибка: 9.87941122689075  Среднеквадратичная ошибка: 7698.88222550936 |
| 1.0 | Максимальная ошибка: 24.453969  Минимальная ошибка: 0.177352000000001  Средняя ошибка: 9.65620913445378  Среднеквадратичная ошибка: 7318.85439392757 |
| 3.0 | Максимальная ошибка: 7.021459  Минимальная ошибка: 0.003488000000008  Средняя ошибка: 3.3266034789916  Среднеквадратичная ошибка: 827.640417166601 |

Наилучшие результаты – при крутизне функции 3.0

**2.4 Влияние смещения на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

Нормализация: [0;1]

Выбор примеров: случайный.

Крутизна функции: 3.0

В таблице 4 показаны результаты исследования.

Таблица 4 – Влияние смещения на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Смещение | Результат |
| 0.1 | Максимальная ошибка: 6.894722  Минимальная ошибка: 0.0037819999999975  Средняя ошибка: 2.45744126890756  Среднеквадратичная ошибка: 476.781473667154 |
| 0.5 | Максимальная ошибка: 4.440293  Минимальная ошибка: 0.01677899999997  Средняя ошибка: 1.73392154621849  Среднеквадратичная ошибка: 230.448754690027 |
| 1.0 | Максимальная ошибка: 7.492115  Минимальная ошибка: 0.162181  Средняя ошибка: 3.578945747899916  Среднеквадратичная ошибка: 960.020197991168 |
| 2.0 | Максимальная ошибка: 39.999682  Минимальная ошибка: 2.359657  Средняя ошибка: 27.2316932016807  Среднеквадратичная ошибка: 51847.4449839177 |

Наилучшие результаты наблюдаются при смещениях 0.1 и 0.5, они отличаются незначительно. Наименьшие минимальная наблюдается при смещении 0.1, а наименьшие остальные значение при смещении 0.5

**2.5 Влияние скорости обучения на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

Нормализация: [0;1]

Выбор примеров: случайный.

Крутизна функции: 3.0

Смещение: 0.5

В таблице 5 показаны результаты исследования.

Таблица 5 – Влияние скорости обучения на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Скорость обучения | Результат |
| 0.01 | Максимальная ошибка: 24.49081  Минимальная ошибка: 0.017512  Средняя ошибка: 9.42346675630252  Среднеквадратичная ошибка: 7003.99615878594 |
| 0.1 | Максимальная ошибка: 4.748134  Минимальная ошибка: 0.11118099999998  Средняя ошибка: 1.8029305210084  Среднеквадратичная ошибка: 244.538678729929 |
| 0.5 | Максимальная ошибка: 3.096039  Минимальная ошибка: 0.00082999999998  Средняя ошибка: 0.90988868907563  Среднеквадратичная ошибка: 75.329974675812 |
| 1.0 | Максимальная ошибка: 4.556657  Минимальная ошибка: 0.024468  Средняя ошибка: 1.93223397478992  Среднеквадратичная ошибка: 321.594841833894 |

Увеличение скорости обучения во всех случаях ведет к снижению средней и среднеквадратичной ошибки. Наилучшие результаты наблюдаются при скорости 0.5

**2.6 Влияние количества нейронов в скрытом слое на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

Нормализация: [0;1]

Выбор примеров: случайный.

Крутизна функции: 3.0

Смещение: 0.5

Скорость обучения: 0.5

В таблице 6 показаны результаты исследования.

Таблица 6 – Влияние кол-ва нейронов в скрытом слое на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Количество нейронов | Результат |
| 1 | Максимальная ошибка: 4.268395  Минимальная ошибка: 0.004635000000007  Средняя ошибка: 1.02921947058824  Среднеквадратичная ошибка: 98.7380025885265 |
| 5 | Максимальная ошибка: 23.436781  Минимальная ошибка: 0.1663979999999999  Средняя ошибка: 10.1448595714286  Среднеквадратичная ошибка: 7842.23748250506 |
| 10 | Максимальная ошибка: 23.450917  Минимальная ошибка: 0.170911  Средняя ошибка: 10.145033210084  Среднеквадратичная ошибка: 7844.47676928921 |

Приоритет был отдан количеству нейронов в скрытом слое, равному 1

**2.7 Влияние момента на эффективность алгоритма ОРО**

Число входов: 3

Число выходов: 1

Циклов обучения: 200

Нормализация: [0;1]

Выбор примеров: случайный.

Крутизна функции: 3.0

Смещение: 0.5

Скорость обучения: 0.5

Количество нейронов в скрытом слое: 1

В таблице 7 показаны результаты исследования.

Таблица 7 – Влияние момента на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Момент | Результат |
| Без момента | Максимальная ошибка: 5.149049  Минимальная ошибка: 0,00532400000000016  Средняя ошибка: 1.12870502521008  Среднеквадратичная ошибка: 125/570978128149 |
| 0.1 | Максимальная ошибка: 4.31836  Минимальная ошибка: 0.0219500000000006  Средняя ошибка: 1.01229315966387  Среднеквадратичная ошибка: 98.065656825966 |
| 0.5 | Максимальная ошибка: 39.999949  Минимальная ошибка: 2.35993  Средняя ошибка: 27.2319613697479  Среднеквадратичная ошибка: 51848.3125178995 |
| 1.0 | Максимальная ошибка: 39.998016  Минимальная ошибка: 2.358104  Средняя ошибка: 27.2299239579832  Среднеквадратичная ошибка: 51841.8221539778 |

Наилучшие результаты наблюдаются при обучении с моментом 0.1

**3.0 Ручной расчет**

Для более подробного изучения алгоритма ОРО в режиме трассировки был сделан один проход (включающий прямое и обратное распространение), а затем те же самые действия были произведены вручную

|  |  |
| --- | --- |
| Инициализация весов синапсов случайным образом...  Нейрон[1][1]  w[1, 1, 1] = 0,698  w[1, 1, 2] = -0,21  w[1, 1, 3] = -0,06  Вес смещения:  w[1, 1, 4] = 1  Нейрон[1][2]  w[1, 2, 1] = 0,2  w[1, 2, 2] = 0,376  w[1, 2, 3] = 0,962  Вес смещения:  w[1, 2, 4] = 1  Нейрон[1][3]  w[1, 3, 1] = 0,34  w[1, 3, 2] = -0,542  w[1, 3, 3] = -0,672  Вес смещения:  w[1, 3, 4] = 1  Нейрон[1][4]  w[1, 4, 1] = -0,338  w[1, 4, 2] = 0,728  w[1, 4, 3] = -0,45  Вес смещения:  w[1, 4, 4] = 1  Нейрон[1][5]  w[1, 5, 1] = 0,298  w[1, 5, 2] = 0,364  w[1, 5, 3] = -0,97  Вес смещения:  w[1, 5, 4] = 1  Нейрон[2][1]  w[2, 1, 1] = 0,104  w[2, 1, 2] = -0,764  w[2, 1, 3] = -0,628  w[2, 1, 4] = -0,134  w[2, 1, 5] = 0,136  Вес смещения:  w[2, 1, 6] = 1  Выбираем допустимый образ из обучающего множества...  0,168889  0,191111  0,213333  0,168  Подаем сигнал на вход нейронной сети...  Нейрон[0][1]  Аксон = 0,168889  Нейрон[0][2]  Аксон = 0,191111  Нейрон[0][3]  Аксон = 0,213333  Прямая волна...  Нейрон[1][1]  Взвешенная сумма = 0,564951232  Аксон = 0,8448614022  Нейрон[1][2]  Взвешенная сумма = 0,810861882  Аксон = 0,9192786099  Нейрон[1][3]  Взвешенная сумма = 0,310480322  Аксон = 0,7173675348  Нейрон[1][4]  Взвешенная сумма = 0,486044476  Аксон = 0,8112470214  Нейрон[1][5]  Взвешенная сумма = 0,412960316  Аксон = 0,77536916  Нейрон[2][1]  Взвешенная сумма = -0,06822697817  Аксон = 0,4914724547 | Обратная волна - подсчет локальной ошибки нейронов...  Подсчет локальной ошибки нейронов на выходе нейронной сети...  Желаемый сигнал на выходе:  0,168  Прогнозируемый сигнал на выходе нейронной сети:  0,4914724547  Нейрон[2][1]  Локальная ошибка = 0,04042229554  Подсчет локальной ошибки нейронов в скрытых слоях нейронной сети...  Нейрон[1][1]  Локальная ошибка = 0,001653030621  Нейрон[1][2]  Локальная ошибка = -0,006874978958  Нейрон[1][3]  Локальная ошибка = -0,01544065205  Нейрон[1][4]  Локальная ошибка = -0,002488249669  Нейрон[1][5]  Локальная ошибка = 0,002872493342  Коррекция весов синапсов...  w[1, 1, 1] = 0,6980396727  w[1, 1, 2] = -0,2099768575  w[1, 1, 3] = -0,05999338763  Вес смещения:  w[1, 1, 4] = 0,9997933712  w[1, 2, 1] = 0,1998350008  w[1, 2, 2] = 0,37590375  w[1, 2, 3] = 0,9619724991  Вес смещения:  w[1, 2, 4] = 1,000859372  w[1, 3, 1] = 0,3396294251  w[1, 3, 2] = -0,5422161699  w[1, 3, 3] = -0,6720617649  Вес смещения:  w[1, 3, 4] = 1,001930082  w[1, 4, 1] = -0,3380597179  w[1, 4, 2] = 0,7279651644  w[1, 4, 3] = -0,4500099534  Вес смещения:  w[1, 4, 4] = 1,000311031  w[1, 5, 1] = 0,2980689397  w[1, 5, 2] = 0,3640402151  w[1, 5, 3] = -0,9699885096  Вес смещения:  w[1, 5, 4] = 0,9996409383  w[2, 1, 1] = 0,09267417278  w[2, 1, 2] = -0,7766794787  w[2, 1, 3] = -0,6370067096  w[2, 1, 4] = -0,1447143805  w[2, 1, 5] = 0,1259382388  Вес смещения:  w[2, 1, 6] = 0,9858521966 |

Рисунок 1 – Трассировка первого прохода

![](data:image/png;base64,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)

Рисунок 2 – Структура сети

В качестве активационной функции взята

|  |  |
| --- | --- |
|  | (1) |

где – взвешенная сумма входов i-го нейрона (с учетом смещения);

– коэффициент крутизны. Для всех слоев = 3.

Таблица 8 - Расчет прямой волны

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| № слоя | № нейрона | № выхода | Входной сигнал xj | Весовой коэффициент wij | Смещение wi0 | Вес смещения | wij\*xj | Взвешенная сумма Si | Выход нейрона yi = F(Si) |
| Вход | 1 | 1 | 0,168889 | - | - | - | - | - | 0,16889 |
| 2 | 1 | 0,191111 | - | - | - | - | - | 0,191111 |
| 3 | 1 | 0,213333 | - | - | - | - | - | 0,213333 |
| 1 | 1 | 1 | 0,168889 | 0,698 | 0,5 | 1 | 0,11788522 | 0,564951232 | 0,844861402 |
| 2 | 0,191111 | -0,21 | -0,04013331 |
| 3 | 0,213333 | -0,06 | -0,01279998 |
| 2 | 1 | 0,168889 | 0,2 | 0,5 | 1 | 0,033778 | 0,810861882 | 0,91927861 |
| 2 | 0,191111 | 0,376 | 0,071857736 |
| 3 | 0,213333 | 0,962 | 0,205226346 |
| 3 | 1 | 0,168889 | 0,34 | 0,5 | 1 | 0,05742226 | 0,310480322 | 0,717367535 |
| 2 | 0,191111 | -0,542 | -0,103582162 |
| 3 | 0,213333 | -0,672 | -0,143359776 |
| 4 | 1 | 0,168889 | -0,338 | 0,5 | 1 | -0,169111 | 0,486044476 | 0,811247021 |
| 2 | 0,191111 | 0,728 | 0,139128808 |
| 3 | 0,213333 | -0,45 | 0,09599985 |
| 5 | 1 | 0,168889 | 0,298 | 0,5 | 1 | 0,050328922 | 0,412960316 | 0,775369167 |
| 2 | 0,191111 | 0,364 | 0,069564404 |
| 3 | 0,213333 | -0,97 | -0,20693301 |
| Выход | 1 | 1 | 0,8448614022 | 0,104 | 0,5 | 1 | 0,0878655858 | -0,06822697817 | 0,44900767 |
| 2 | 0,9192786099 | -0,764 | -0,702328858 |
| 3 | 0,7173675348 | -0,628 | -0,6450506812 |
| 4 | 0,8112470214 | -0,134 | -0,108707101 |
| 5 | 0,77536916 | 0,136 | 0,105450206 |

Для расчета ошибок необходимо найти производную функции (1) по :

|  |  |
| --- | --- |
|  | (2) |

Тогда ошибка единственного нейрона выходного слоя буден найдена как

где – фактическое значение его выхода;

– желаемый сигнал на выходе.

Ошибка i-го нейрона скрытого слоя будет найдена как

где – ошибка выходного слоя;

– синаптическая связь между i-м нейроном скрытого слоя и j-м нейроном выходного слоя.

В таблице 9 показан расчет ошибок.

Таблица 9 – Расчет ошибок

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № слоя | № нейрона | Si | F'(Si) | Ошибка |
| Выход | 1 | -0,06822697817 | 0,167981509 | 0,4042229554 |
| 1 | 1 | 0,564951232 | 0,229034139 | 0,001653030621 |
| 2 | 0,810861882 | 0,165029432 | -0,006874978958 |
| 3 | 0,310480322 | 0,248261463 | -0,01644065205 |
| 4 | 0,486044476 | 0,242092431 | -0,002488249669 |
| 5 | 0,412960316 | 0,248774315 | 0,002872493342 |

Коррекция веса синапса производится по следующей формуле:

Коррекция веса смещения производится по следующей формуле:

В таблице 10 показан расчет новых весов.

Значения в таблицах 8,9 полностью совпадают со значениями на рис. 1.

Скорректированные веса в таблице 10 совпадают с искомыми с точностью не менее трех знаков после запятой; погрешность можно объяснить ошибками округления и расчетов с плавающей запятой в разных средах.

Таким образом, ручной расчет выполнен верно.

Таблица 10 – Расчет новых весов.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| № слоя | № нейрона | № выхода | Предыдущий весовой коэффициент wij(t) | Предыдущий вес смещения Tj(t) | Новый весовой коэффициент wij(t+1) | Новый вес смещения Tj(t+1) |
| 1 | 1 | 1 | 0,698 | 1 | 0,697998122 | 0,998864 |
| 2 | -0,21 | -0,210001878 |
| 3 | -0,06 | -0,060001878 |
| 2 | 1 | 0,2 | 1 | 0,199976599 | 1,003404 |
| 2 | 0,376 | 0,375976599 |
| 3 | 0,962 | 0,961976599 |
| 3 | 1 | 0,34 | 1 | 0,33976599 | 1,012245 |
| 2 | -0,542 | -0,542201312 |
| 3 | -0,672 | -0,672201312 |
| 4 | 1 | -0,338 | 1 | -0,338004497 | 1,001807 |
| 2 | 0,728 | 0,727995503 |
| 3 | -0,45 | -0,450004497 |
| 5 | 1 | 0,298 | 1 | 0,297993842 | 0,997856 |
| 2 | 0,364 | 0,363993842 |
| 3 | -0,97 | -0,970006158 |
| Выход | 1 | 1 | 0,104 | 1 | 0,02165738 | 0,796294054 |
| 2 | -0,764 | -0,84634262 |
| 3 | -0,628 | -0,71034262 |
| 4 | -0,134 | -0,21634262 |
| 5 | 0,136 | 0,05365738 |

**4. Выводы**

В ходе выполнения лабораторной работы был исследован алгоритм ОРО при обучении многослойной НС, а также влияние различных параметров на качество обучения.

Наибольшее влияние на качество обучения показали нормализация, крутизна функции и величина момента. Влияние других параметров, таких как смещение, скорость обучения и кол-во нейронов в скрытом слое были значительно меньше. При этом, случайный выбор примеров улучшил результаты работы, его использование предпочтительно для избегания привыкания сети.

Оптимальные параметры, выбранные для решения данной задачи :

Число входов: 3, Число выходов: 1, Циклов обучения: 200, Нормализация: [0;1], Выбор примеров: случайный, Крутизна функции: 3.0, Смещение: 0.5, Скорость обучения: 0.5, Количество нейронов в скрытом слое: 1, Момент: 0.1.

Работа алгоритма ОРО была проверена ручным расчетом одного прохода. Вычисленные вручную значения совпали практически точно, разница с рассчитанными автоматически.

Приложение А

(обязательное)

Обучающая выборка

|  |  |  |  |
| --- | --- | --- | --- |
| X1 | X2 | X3 | OUT |
| -6 | -5 | -4 | 35 |
| -5,9 | -4,9 | -3,9 | 33,81 |
| -5,8 | -4,8 | -3,8 | 32,64 |
| -5,7 | -4,7 | -3,7 | 31,49 |
| -5,6 | -4,6 | -3,6 | 30,36 |
| -5,5 | -4,5 | -3,5 | 29,25 |
| -5,4 | -4,4 | -3,4 | 28,16 |
| -5,3 | -4,3 | -3,3 | 27,09 |
| -5,2 | -4,2 | -3,2 | 26,04 |
| -5,1 | -4,1 | -3,1 | 25,01 |
| -5 | -4 | -3 | 24 |
| -4,9 | -3,9 | -2,9 | 23,01 |
| -4,8 | -3,8 | -2,8 | 22,04 |
| -4,7 | -3,7 | -2,7 | 21,09 |
| -4,6 | -3,6 | -2,6 | 20,16 |
| -4,5 | -3,5 | -2,5 | 19,25 |
| -4,4 | -3,4 | -2,4 | 18,36 |
| -4,3 | -3,3 | -2,3 | 17,49 |
| -4,2 | -3,2 | -2,2 | 16,64 |
| -4,1 | -3,1 | -2,1 | 15,81 |
| -4 | -3 | -2 | 15 |
| -3,9 | -2,9 | -1,9 | 14,21 |
| -3,8 | -2,8 | -1,8 | 13,44 |
| -3,7 | -2,7 | -1,7 | 12,69 |
| -3,6 | -2,6 | -1,6 | 11,96 |
| -3,5 | -2,5 | -1,5 | 11,25 |
| -3,4 | -2,4 | -1,4 | 10,56 |
| -3,3 | -2,3 | -1,3 | 9,89 |
| -3,2 | -2,2 | -1,2 | 9,24 |
| -3,1 | -2,1 | -1,1 | 8,61 |
| -3 | -2 | -1 | 8 |
| -2,9 | -1,9 | -0,9 | 7,41 |
| -2,8 | -1,8 | -0,8 | 6,84 |
| -2,7 | -1,7 | -0,7 | 6,29 |
| -2,6 | -1,6 | -0,6 | 5,76 |
| -2,5 | -1,5 | -0,5 | 5,25 |
| -2,4 | -1,4 | -0,4 | 4,76 |
| -2,3 | -1,3 | -0,3 | 4,29 |
| -2,2 | -1,2 | -0,2 | 3,84 |
| -2,1 | -1,1 | -0,1 | 3,41 |
| -2 | -1 | 0 | 3 |
| -1,9 | -0,9 | 0,1 | 2,61 |
| -1,8 | -0,8 | 0,2 | 2,24 |
| -1,7 | -0,7 | 0,3 | 1,89 |
| -1,6 | -0,6 | 0,4 | 1,56 |
| -1,5 | -0,5 | 0,5 | 1,25 |
| -1,4 | -0,4 | 0,6 | 0,96 |
| -1,3 | -0,3 | 0,7 | 0,69 |
| -1,2 | -0,2 | 0,8 | 0,44 |
| -1,1 | -0,1 | 0,9 | 0,21 |
| -1 | 0 | 1 | 0 |
| -0,9 | 0,1 | 1,1 | -0,19 |
| -0,8 | 0,2 | 1,2 | -0,36 |
| -0,7 | 0,3 | 1,3 | -0,51 |
| -0,6 | 0,4 | 1,4 | -0,64 |
| -0,5 | 0,5 | 1,5 | -0,75 |
| -0,4 | 0,6 | 1,6 | -0,84 |
| -0,3 | 0,7 | 1,7 | -0,91 |
| -0,2 | 0,8 | 1,8 | -0,96 |
| -0,1 | 0,9 | 1,9 | -0,99 |
| 0 | 1 | 2 | -1 |
| 0,1 | 1,1 | 2,1 | -0,99 |
| 0,2 | 1,2 | 2,2 | -0,96 |
| 0,3 | 1,3 | 2,3 | -0,91 |
| 0,4 | 1,4 | 2,4 | -0,84 |
| 0,5 | 1,5 | 2,5 | -0,75 |
| 0,6 | 1,6 | 2,6 | -0,64 |
| 0,7 | 1,7 | 2,7 | -0,51 |
| 0,8 | 1,8 | 2,8 | -0,36 |
| 0,9 | 1,9 | 2,9 | -0,19 |
| 1 | 2 | 3 | 0 |
| 1,1 | 2,1 | 3,1 | 0,21 |
| 1,2 | 2,2 | 3,2 | 0,44 |
| 1,3 | 2,3 | 3,3 | 0,69 |
| 1,4 | 2,4 | 3,4 | 0,96 |
| 1,5 | 2,5 | 3,5 | 1,25 |
| 1,6 | 2,6 | 3,6 | 1,56 |
| 1,7 | 2,7 | 3,7 | 1,89 |
| 1,8 | 2,8 | 3,8 | 2,24 |
| 1,9 | 2,9 | 3,9 | 2,61 |
| 2 | 3 | 4 | 3 |
| 2,1 | 3,1 | 3,9 | 3,61 |
| 2,2 | 3,2 | 3,8 | 4,24 |
| 2,3 | 3,3 | 3,7 | 4,89 |
| 2,4 | 3,4 | 3,6 | 5,56 |
| 2,5 | 3,5 | 3,5 | 6,25 |
| 2,6 | 3,6 | 3,4 | 6,96 |
| 2,7 | 3,7 | 3,3 | 7,69 |
| 2,8 | 3,8 | 3,2 | 8,44 |
| 2,9 | 3,9 | 3,1 | 9,21 |
| 3 | 4 | 3 | 10 |
| 3,1 | 4,1 | 2,9 | 10,81 |
| 3,2 | 4,2 | 2,8 | 11,64 |
| 3,3 | 4,3 | 2,7 | 12,49 |
| 3,4 | 4,4 | 2,6 | 13,36 |
| 3,5 | 4,5 | 2,5 | 14,25 |
| 3,6 | 4,6 | 2,4 | 15,16 |
| 3,7 | 4,7 | 2,3 | 16,09 |
| 3,8 | 4,8 | 2,2 | 17,04 |
| 3,9 | 4,9 | 2,1 | 18,01 |
| 4 | 5 | 2 | 19 |
| 4,1 | 4,9 | 1,9 | 19,81 |
| 4,2 | 4,8 | 1,8 | 20,64 |
| 4,3 | 4,7 | 1,7 | 21,49 |
| 4,4 | 4,6 | 1,6 | 22,36 |
| 4,5 | 4,5 | 1,5 | 23,25 |
| 4,6 | 4,4 | 1,4 | 24,16 |
| 4,7 | 4,3 | 1,3 | 25,09 |
| 4,8 | 4,2 | 1,2 | 26,04 |
| 4,9 | 4,1 | 1,1 | 27,01 |
| 5 | 4 | 1 | 28 |
| 5,1 | 3,9 | 0,9 | 29,01 |
| 5,2 | 3,8 | 0,8 | 30,04 |
| 5,3 | 3,7 | 0,7 | 31,09 |
| 5,4 | 3,6 | 0,6 | 32,16 |
| 5,5 | 3,5 | 0,5 | 33,25 |
| 5,6 | 3,4 | 0,4 | 34,36 |
| 5,7 | 3,3 | 0,3 | 35,49 |
| 5,8 | 3,2 | 0,2 | 36,64 |
| 5,9 | 3,1 | 0,1 | 37,81 |
| 6 | 3 | 0 | 39 |